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1
RETENTION OF A SUB-NETWORK
CONNECTION HOME PATH

CROSS-REFERENCE TO RELATED
APPLICATION

n/a

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

n/a

FIELD OF THE INVENTION

The present invention relates to relates to communication
systems, and in particular, to a method and system for re-
establishing connections in a communication network.

BACKGROUND OF THE INVENTION

It is critical in today’s communication systems to provide
and maintain the integrity of data communication networks
even during line failures and module failures. A link failure
may impact a large amount of data traffic and may cause many
transmissions to be interrupted. Failures, which can be fre-
quent and almost impossible to avoid, may be caused by
human error or inclement weather. Accordingly, optimized
protection signaling systems and methods are desired in order
to quickly re-establish network communications once fail-
ures have been detected.

A line failure may result from damage to physical fibers
and optical components, such as the malfunction of amplifi-
cation equipment situated along the optical data path. Module
failures may consist of errors in the transmission or reception
equipment. Both line failures and module failures may dis-
able the network segment or link between two adjacent nodes,
forcing the connection off its original home path. It is there-
fore desirable in today’s telecommunication network systems
to provide rerouting and restoration techniques to reroute the
interrupted traffic, and once the failure is repaired, restore the
traffic to its original home path.

Link restoration methods may include handling a link fail-
ure by calculating a backup path and rerouting the traffic on
the backup path, even though the calculated backup path may
not be the most efficient path to reroute the traffic. While on
the backup path, the connection may use bandwidth resources
that are reserved for another connection, which may be unde-
sirable given that the backup path may be the home path of
another connection. Using the home path resources of the
other connection may prevent the other connection from
returning to its home path, which is undesirable, given that the
home path may be an optimal and efficient calculated path for
the other connection.

In a control plane enabled network, a subnetwork connec-
tion (“SNC”) may move off a home/nominal path. The SNC
may move off the path due to, for example, a mesh restoration
or a maintenance action. When the SNC moves off the path,
the path resources may be released and made available for
other connections to utilize. Other times, the path resources
may be strictly held and may not be available for other con-
nections to utilize.

When path resources associated with an SNC are released,
another connection may take the home/nominal path of the
SNC when, for example, the SNC is first being provisioned or
when the SNC is restored. This may prevent an SNC from
returning to its home path after, for example, the link is
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repaired or the maintenance action is completed. On the other
hand, when the path resources are strictly held, this may cause
areduction in an overall availability of restoration bandwidth,
as the bandwidth is being held by the connection even when
the connection is not on that path. Further, bandwidth that is
being held is advertised as unavailable for utilization by new
SNCs. The standard network bandwidth advertisement does
not explicitly identify whether a link is up or down, and
advertises how much bandwidth is available. For example,
when a link is down, the advertisement may indicate ‘0’
bandwidth available. The advertisement may not state details,
such as whether the link is up but fully occupied or whether
the link is down. This may make it difficult to know when an
SNC that is on a restoration path may return to its home path.
The advertisement may not help in determining when the
connection can be reverted back to its home/working path.

It is desirable to have a method and system to retain a
connection’s home path resources and restore the connection
to its home path once a link failure has been repaired.

SUMMARY OF THE INVENTION

The present invention advantageously provides a method
and system for routing a connection. In accordance with one
aspect, the invention provides a method for restoring a con-
nection on a link, the link including a reserved priority band-
width. A bandwidth advertisement indicating that the
reserved priority bandwidth is available is analyzed. A resto-
ration request requesting to route the connection on the link is
sent. The reserved priority bandwidth is used to route the
connection when the connection has a reserved home path on
the link. When the connection has a reserved home path not
on the link, a determination is made as to whether a normal
priority bandwidth on the link is available and whether the
connection is unrestorable on another link. The reserved pri-
ority bandwidth is used to temporarily route the connection
when a normal priority bandwidth is unavailable and the
connection is unrestorable on another link.

In accordance with another aspect, the invention provides
an apparatus for restoring a connection on a link, where the
link includes a reserved priority bandwidth. The apparatus
includes a control circuit that analyzes a bandwidth adver-
tisement indicating that the reserved priority bandwidth is
available. The control circuit sends a restoration request
requesting to route the connection on the link. The control
circuit uses the reserved priority bandwidth to route the con-
nection when the connection has a reserved home path on the
link. When the connection has a reserved home path not on
the link, the control circuits makes a determination as to
whether a normal priority bandwidth on the link is available
and whether the connection is unrestorable on another link.
The control circuit uses the reserved priority bandwidth to
temporarily route the connection when a normal priority
bandwidth is unavailable and the connection is unrestorable
on another link.

According to another aspect, the present invention pro-
vides a system that includes an originating network element
and a terminating network element connected via a link. The
originating network element analyzes a bandwidth advertise-
ment indicating that a reserved priority bandwidth on the link
is available. The originating network element sends a resto-
ration request requesting to route a connection on the link.
The terminating network element receives the restoration
request. The terminating network element uses the reserved
priority bandwidth to route the connection when the connec-
tion has a reserved home path on the link. When the connec-
tion has a reserved home path not on the link, the terminating
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network element makes a determination as to whether a nor-
mal priority bandwidth on the link is available and whether
the connection is unrestorable on another link. The terminat-
ing element uses the reserved priority bandwidth to tempo-
rarily route the connection when a normal priority bandwidth
is unavailable and the connection is unrestorable on another
link.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete understanding of the present invention,
and the attendant advantages and features thereof, will be
more readily understood by reference to the following
detailed description when considered in conjunction with the
accompanying drawings wherein:

FIG. 1 is a block diagram of an exemplary network con-
structed in accordance with principles of the present inven-
tion;

FIG. 2 is a block diagram of an exemplary apparatus con-
structed in accordance with the principles of the present
invention;

FIG. 3 is a block diagram of an exemplary network show-
ing a current path of an SNC, constructed in accordance with
principles of the present invention;

FIG. 4 is a block diagram of an exemplary network with a
current path and a proposed path of an SNC, constructed in
accordance with principles of the present invention;

FIG. 5 is a block diagram of an exemplary network where
acurrent path of an SNC is also the proposed path ofthe SNC,
constructed in accordance with principles of the present
invention;

FIG. 6 is a block diagram of an exemplary network with a
current path and a proposed path of an SNC, constructed in
accordance with principles of the present invention;

FIG. 7 is a block diagram of an exemplary network with
multiple paths, constructed in accordance with principles of
the present invention;

FIG. 8 is a block diagram of the network of FIG. 7 with a
failed link between two nodes, constructed in accordance
with principles of the present invention;

FIG. 9 is a block diagram of the network of FIG. 7 showing
two SNCs not being routed on their home paths; and

FIG. 10 is a flow chart of an exemplary process for retain-
ing a connection’s home path, in accordance with the prin-
ciples of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

Before describing in detail exemplary embodiments that
are in accordance with the present invention, it is noted that
the embodiments reside primarily in combinations of appa-
ratus components and processing steps related to implement-
ing a system and method for retaining a connection’s home
path and rerouting the connection. Accordingly, the system
and method components have been represented where appro-
priate by conventional symbols in the drawings, showing only
those specific details that are pertinent to understanding the
embodiments of the present invention so as not to obscure the
disclosure with details that will be readily apparent to those of
ordinary skill in the art having the benefit of the description
herein.

As used herein, relational terms, such as “first” and “sec-
ond,” “top” and “bottom,” and the like, may be used solely to
distinguish one entity or element from another entity or ele-
ment without necessarily requiring or implying any physical
or logical relationship or order between such entities or ele-
ments.
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When a connection moves from its home path, it may be
inefficient to reserve a resource for the connection, as the
connection has already been restored on another path. Also,
when the resource is reserved and is unavailable for other
connections, dynamic repacking of the link’s resources to a
more efficient configuration may not be possible. For
instance, in the event of multiple network failures, it may be
more efficient to use reserved resources as, for example, a last
resort to restore other traffic. Given that the connection asso-
ciated with the reserved resources is not currently on its home
path, the use of these resources may not have a significant
impact on traffic. In like manner, the home path resources of
the connection may be reserved so that the connection may
eventually return to its home path.

The concept of retaining a home path may be used as
applied to a time division multiplexing (“TDM”) application,
such as synchronous optical networking/synchronous digital
hierarchy (“SONET/SDH”) or optical transport network
(“OTN”), maybe to not preempt resources of another active
connection, but instead to both hold in reservation the
resources of an existing home path, and while otherwise on a
restoration path, to allow another connection to utilize the
reserved resource as a last resort. For example, in the case
where the connection is not using that resource and is on a
restoration path of its own, availability of a resource to sup-
port reversion may be determined without advertising the
reserved resource, thereby allowing other connections to uti-
lize the reserved resource.

Retaining the home/working path may be advantageous, as
the home path may have been calculated to meet objectives of
constraint based routing that may not otherwise be explicitly
known by a control plane, or to take advantage of limited
resources. Reserving the home path for a given connection
may prevent the operational complexity of re-establishing a
path that meets desired constraints in the event a connection
was not able to return to its home/working path.

One approach to restoring a connection involves using a
Retain Home Path feature. The Retain Home Path feature
reserves the resources of the home path while the SNC is not
onall or part of the home path. By using the Retain Home Path
feature, the home path resources may be reserved for the
SNC. For example, when the SNC moves off its home path,
other SNCs may use the resources of the vacated home path.
The SNC may not be able to return to its home path when the
resources of the home path are being used by other SNCs.

The Retain Home Path feature may introduce a second
bandwidth advertisement level for a control plane link asso-
ciated with a reserved home path bandwidth resources. In
addition to advertising normal bandwidth on the control panel
link, reserved bandwidth may be used to advertise availability
for home paths to be set up on a link. This may include new
SNC setup requests and returning SNC’s with a home path on
the link.

When a SNC has set up a home path on a link, but the SNC
is not on the link, the bandwidth resources of the home path
may be reserved for the SNC. The home path may represent a
virtual SNC on the path and may reserve the home path
bandwidth resources of the link for the SNC, so that the SNC
may be restored to its original home path. The SNC with
reserved bandwidth resources on a link may utilize the
reserved bandwidth resources. Additionally, an SNC may
preempt home path resources of another SNC during resto-
ration if no other path is available.

Referring now to the drawing figures, in which like refer-
ence designators denote like elements, there is shown in FIG.
1 a schematic illustration of an exemplary network con-
structed in accordance with the principles of the present
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invention, and generally designated as “10.” Network 10
includes multiple nodes, e.g., 12a, 125, 12¢, 12d, 12e, 12f,
12g, 124, 12i and 12/, connected by links (nodes 12a through
12/ are referred to collectively herein as “nodes 12”). Net-
work 10 includes multiple paths between a source node, e.g.,
node 124, and a destination node, e.g., node 12g. The lines
represent alternate paths through the network. Although FIG.
1 shows exemplary network 10, the invention is not limited to
such network. The invention may be used with a variety of
network sizes and configurations.

FIG. 2 shows an exemplary network node 12 constructed in
accordance with principles of the present invention. Network
node 12 includes memory 14, processor 16, receiver 18, trans-
mitter 20, ingress interface 22 and egress interface 24 con-
nected by communication infrastructure 26. Memory 14 may
contain topology information relating to a topology of at least
a portion of network 10, and may include topology informa-
tion relating to a path through network 10 from a source node,
such as node 12a, to a destination node, such as node 12g. The
topology information may also include home path informa-
tion for each link, and connections associated with each node
in the network.

Processor 16 operates under the direction of software
instructions to perform the various functions described herein
for determining and establishing a new path in network 10
when a link in an original path in network 10 fails. Processor
16 may determine and establish a home path for a SNC in
network 10 and may perform revert and regroom operations
with respect to SNCs in network 10. Processor 16 may per-
form operations for restoring a connection on a link along an
alternate path between the source node and the destination
node, when a link on an original path between these nodes has
failed. A link may include a reserved priority bandwidth for a
particular SNC. A bandwidth advertisement may be received
by receiver 18. The processor 16 may determine availability
of at least one of normal priority bandwidth and reserved
priority bandwidth by analyzing the bandwidth advertise-
ment. Processor 16 may determine that reserved priority
bandwidth is available and transmitter 20 may send a resto-
ration request to restore the connection.

Processor 16 may determine that the connection may have
a reserved home path on the link, and may use the reserved
priority bandwidth to route the connection. Alternatively, the
processor may determine that the connection does not have a
home path on the link. The processor may then determine a
normal priority bandwidth on the link is unavailable and that
the connection is unrestorable on another link. The processor
may then temporarily route the connection using the reserved
priority bandwidth.

Network node 12 may also includes an ingress interface 22
and an egress interface 24 to interface with an ingress link and
an egress link, respectively. The ingress interface 22 may be
connected to an ingress link and the egress interface 24 may
be connected to an egress link. Processor 16 may exercise
control over these interfaces to tear down and establish con-
nections to ingress and egress links as needed.

FIG. 3 is a diagram of the network of FIG. 1 showing the
home path of an SNC, where the thick solid line in the draw-
ing indicates an exemplary SNC’s current path between origi-
nating network element, i.e. originating node 124 and termi-
nating network element, i.e. node 12g via intermediate nodes
12/, 12i and 12;. In this exemplary embodiment, originating
node 12a may send a home path setup request to all nodes
along a proposed path to setup the home path of the SNC on
the proposed path, where the proposed path starts at originat-
ing node 12a and ends at terminating node 12¢g via interme-
diate nodes 12/, 12/ and 12j, i.e. the proposed home path is
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the current SNC path. Originating node 124 may determine
the SNC’s current home path route using a list containing
explicit route representation, such as a designated transit list
(“DTL”), or using a command to request the SNC to send to
originating node 12a its current SNC Path. The DTL may
include a list of nodes and optional link identifications that
completely specify a path across a group of nodes.

Originating node 12¢ may determine that the SNC is
already on the proposed home path. The setup request may
include a Home Path Flag enabled. Originating node 12a may
send a setup request along the current SNC path, i.e. the path
between the originating node 12q and the terminating node
12¢g via intermediate nodes 12/, 12i and 12/. The terminating
node 12g may return a connect message to all nodes along the
SNC path. The connect message may set up the home path at
all nodes along the SNC path. Since the SNC is already on the
proposed home path, i.e. the current path is the same as the
proposed home path, setting up the home path of the SNC on
the current SNC path may not have a significant impact on the
traffic.

FIG. 4 is a diagram of the network of FIG. 1, where the
thick solid line indicates an SNC’s current path between the
originating node 12a and the terminating node 12g via inter-
mediate nodes 12/, 12i and 12;. In this exemplary embodi-
ment, originating node 12a may decide to setup a home path
for the SNC on a proposed path, where the proposed path,
shown as a dashed line, starts at originating node 12a¢ and ends
at terminating node 12g, via intermediate nodes 125, 12¢ and
12d. Originating node 12a may determine the SNC home path
route using a designated transit list (“DTL”) or using a com-
mand to request the SNC to send its current SNC path to
originating node 12a.

Originating node 12a may determine that the SNC is not on
the proposed home path. Originating node 12¢ may send a
setup request along the new SNC path that includes nodes
12a,12b,12¢,12d and 12g. The setup request may include an
enabled Home Path Flag. The setup request will setup both
the SNC and the home path using a regroom operation. The
regroom operation may be a break before make (“BBM”)
regroom or a make before break (“MBB”) regroom. If BBM
regroom is used, the setup of both the SNC and the home path
may have an impact on the traffic. If MBB regroom is used,
the setup of both the SNC and the home path may have a
minimal impact on the traffic.

Originating node 12a may apply a standard regroom opera-
tion to move the SNC to the proposed home path, as the SNC
is not currently on the proposed home path. Originating node
12a may send a release request along the current SNC path,
i.e. the path between the originating node 124 and the termi-
nating node 12g via intermediate nodes 12/, 12; and 12;. The
release request may release both the current SNC path and the
home path if applicable. A connect message may be returned
by terminating node 12g to set up the home path at all nodes
along the new SNC path. The SNC is then setup to use as its
home path the path between the originating node 12a and the
terminating node 12g via intermediate nodes 1254, 12¢ and
12d.

FIG. 5 is a diagram of the network of FIG. 1, where the
thick solid line is used to indicate an SNC’s current path
between the originating node 12q and the terminating node
12¢g via intermediate nodes 12/, 12¢, 12f and 12j. In this
exemplary embodiment, originating node 12a may decide to
setup a home path for the SNC on a proposed path, where the
proposed path starts at originating node 12a and ends at
terminating node 12g via intermediate nodes 12/, 12¢, 12f
and 12/, i.e. the proposed home path is the current SNC path.
In this exemplary embodiment, originating node 12 may use
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a retain home path feature to set up a home path for the SNC
and reserve resources of the home path while the SNC is not
on all or part of the home path. Originating node 12 may
determine the SNC route using a designated transit list
(“DTL”) or may calculate the new SNC route using a known
route calculation algorithm.

Originating node 12a¢ may determine that the SNC is
already on the proposed home path. Originating node 12a
may verify all nodes along the new SNC route, i.e. network
elements 12a, 12/, 12¢, 12, 12j and 12g, support the retain
home path feature. Originating node 12¢ may send a setup
request along the path that includes nodes 12a, 12/, 12¢, 12f,
12/ and 12g. The setup request may include an enabled Home
Path Flag. The setup request may have the home path indi-
cated on the proposed path. Originating node 124 may send a
setup request along the current SNC path, ie. the path
between the originating node 12q and the terminating node
12¢ via intermediate nodes 124, 12¢, 12f'and 12;. The setup
request will establish and setup the home path. Terminating
node 12g may return a connect message to all nodes along the
home path. The message may setup the home path at nodes
along the SNC path, i.e. nodes 12a, 12/, 12e, 12f, 12jd and
12¢. Since the SNC is already on the proposed home path, i.e.
the current path is the same as the proposed home path, setting
up the home path of the SNC on the current SNC path may not
have a significant impact on the traffic.

FIG. 6 is a diagram of the network of FIG. 1, where the
thick solid line is used to indicate an SNC’s current path
between the originating node 12q and the terminating node
12¢ via intermediate nodes 12/, 12¢, 12f and 12;. Dashed
lines in FIG. 6 represent the proposed home path. In this
exemplary embodiment, originating node 12a may decide to
setup a home path for the SNC on a proposed path, where the
proposed path starts at originating node 12a and ends at
terminating node 12g via intermediate nodes 125, 12¢, 12f
and 12d. In this embodiment, originating node 12 may use a
retain home path feature to set up ahome path for the SNC and
reserve resources of the home path while the SNC is not on all
or part of the home path. Originating node 12 may determine
the SNC route using a designated transit list (“DTL”) or may
calculate the new SNC route using a known routing algo-
rithm.

Originating node 12a may determine that the SNC is not on
the proposed home path. Originating node 12a may verify all
nodes, i.e. network elements 12a, 125, 12¢, 12, 12d and 12g
along the new SNC route support the retain home path fea-
ture. Originating node 124 may send a release request along
the current SNC path, i.e. the path between the originating
node 12a¢ and the terminating node 12g via intermediate
nodes 12/, 12e, 12f'and 12j. The release request may release
the home path if applicable. While FIG. 6 shows a non MBB
arrangement, an MBB arrangement may be employed.

Originating node 12¢ may send a setup request along the
new SNC path that includes nodes 12a, 1256, 12¢, 121, 12d and
12g. The setup request may include a Home Path Flag
enabled. The setup request may have the home path indicated
on the proposed path. Originating node 12a may apply a
standard regroom operation to move the SNC to the proposed
home path. The setup request will setup both the SNC and the
home path. Terminating node 12g may return a connect mes-
sage that may setup the home path at nodes along the SNC
path, i.e. nodes 12a, 125, 12¢, 12f, 12d and 12g. The regroom
operation may be a break before make (“BBM”) regroom or
a make before break (“MBB”) regroom. If BBM regroom is
used, the setup of both the SNC and the home path may have
an impact on the traffic. If MBB regroom is used, the setup of
both the SNC and the home path may have a minimal impact
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on the traffic. The SNC has been setup to use as its home path
the path between the originating node 12a and the terminating
node 12¢g via intermediate nodes 125, 12¢, 12f'and 124.

In another exemplary embodiment, an SNC action may
include regroom, switch to protect (“STP”), and revert. A
regroom operation may move the home path to a new SNC
path. A regroom operation may be utilized with MBB to limit
the impact on traffic. STP action may be revertive or non-
revertive, and may not move the home path. A STP minimal or
maximum route diversity may affect a protect path DTL
computation. STP may be used in conjunction with a band-
width lockout operation to switch the SNC off all or parts of
the SNC path. The control plane may move an SNC to a
different line on an aggregated link. STP may be utilized with
MBB to limit an impact on traffic. Revert may include auto
revert and manual revert. Revert may be utilized with MBB to
limit an impact on traffic.

In another exemplary embodiment, Generalized Multi-
Protocol Label Switching (“GMPLS”) may provide two pri-
ority categories for taking and reserving resources, such as a
setup priority and a holding priority. Setup priority may be the
priority for taking resources, and holding priority may be the
priority for holding resources. For example, holding priority
may be the priority at which the resources assigned to the
SNC are reserved. A setup request may have an equal or
higher priority than the holding priority to preempt an exist-
ing assigned reserved resource, such as reserved bandwidth.
The setup priority may not be higher than the holding priority
in order to prevent an SNC from maybe being preempted after
the SNC has been set up.

In another exemplary embodiment, both the setup priority
category and the holding priority category may have eight
priority levels. These priority levels may be defined by the
user as a matter of policy. The request home path feature may
utilize the eight priority levels to advertise available reserved
bandwidth and normal bandwidth on a link. In this way,
originating node 12a may be able to determine if a desired
home path is available. Although this exemplary embodiment
discloses eight priority levels, the invention is not limited to
categories with eight priority levels. Any number of priority
levels may be used with the invention.

In an exemplary embodiment, a set of new routing rules
may be used. The originating node 12a may determine that a
SNC home path is available through the use of available
reserve bandwidth on each link on the path. The originating
node 12a may initiate a revert action. If there is no contention
for the available bandwidth, the SNC returns to the reserved
home path. However, if two or more SNCs have reserved
home paths on a link, but the link is partially repaired, i.e. the
link is not advertising enough available bandwidth for all
reverting SNCs, normal bandwidth contention methods may
apply. When the full link bandwidth is restored, all SNCs with
retained home paths on the link may be able to return to their
reserved home path. Reserved resources on a link may be
shared between all SNCs with a reserved home path. A SNC
reverting to the home path may be dynamically assigned to
resources in a most efficient configuration. This may include
assigning smaller bandwidth SNCs to the same lines to pre-
vent fragmentation of higher bandwidth lines, which may
help ensure large SNCs can be routed in the network.

By utilizing the bandwidth advertisement to determine the
state of the link, the need for link state notifications specific to
the retained home paths may not be required. This may alle-
viate the need for transit network elements to have knowledge
of the specific home paths on the links. Additionally, origi-
nating node 12a may not need knowledge of individual lines
in an aggregated link. Given that a reserve bandwidth adver-



US 9,088,486 B2

9

tisement may be based on an aggregated link and not on
individual lines, notification messages in the control plane
network may be greatly reduced.

The reserved home path bandwidth advertisement may
allow an SNC to have knowledge of available link resources,
so that the SNC may automatically revert to the home path.
Using link advertisement notifications, i.e. using existing
advertising messages rather than sending individual notifica-
tions for every line and SNC, addresses two issues. First, the
originating node 12a does not need to have knowledge of the
individual lines within an aggregated link. Second, an inter-
mediate network element may not retain the physical facili-
ties and lines to specific SNC paths. The SNC route may
include links and not lines, and an SNC returning to areserved
home path may utilize any line in a link and therefore any
physical facilities associated with the link.

Originating node 12a¢ may be notified of the available
bandwidth of the link and not the available bandwidth of a
specific line. This approach may avoid requiring notifications
for each line and/or requiring signaling of the SNC path by
each network element and every link. Otherwise, individual
lines between network elements may need to be exposed to
the control plane network, which may greatly increase the
message traffic in the control plane.

For example, a new SNC setup request may require both
normal and home path reserved priority bandwidth to set up
the new SNC. Both normal and reserved priority bandwidth
may be consumed in the creation of a new SNC. In some
instances, if either normal or reserve bandwidth is not avail-
able onthe link, the SNC setup request may be rejected. When
alink is designated as a home path for a new SNC setup or an
SNC not on the link, both normal and reserved priority band-
width may be consumed in the creation of the new SNC.
Additionally, both normal and reserved priority bandwidth
may be consumed when setting up the SNC and/or the SNC’s
home path on the link.

When a link is designated as a home path for an existing
SNC currently on the link, no bandwidth may need to be
available and no bandwidth may be consumed when setting
up the SNC’s home path on the link. For an existing SNC with
a reserved home path established on a control plane link, but
not currently on the home path, originating node 12¢ may
utilize the home path reserved bandwidth advertisement of
the link to verify that the home path is available before send-
ing an SNC setup message.

In another exemplary embodiment, an SNC with areserved
home path on the link may use reserved priority bandwidth to
revert or mesh restore to that link, and normal priority band-
width may not need to be available to revert or mesh restore.
Originating node 12a may utilize the home path reserve band-
width advertisement of the link to verify the home path is
available before sending a SNC setup message.

An SNC that does not have a reserved home path on a
control panel link may not use home path reserved bandwidth
to mesh restore, but may use normal priority bandwidth to
mesh restore.

In another exemplary embodiment, an SNC without a
reserved home path on a link may use reserved priority band-
width on a link to mesh restore ifthe SNC may not be restored
on another link. An SNC may be unable to mesh restore when
a protection path that meets routing constrains may not be
found. Routing constraints may include cost or latency con-
straints. SNCs that are unable to mesh restore may include
SNCs that go into back-off. The reserved resources associated
with a retained home path may prevent another SNC from
restoring to a link. Nevertheless, an SNC that cannot find an
alternate restoration path may be allowed to setup using
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10
reserved bandwidth, as the SNC may not be able to be
restored on any other path, which may impact traffic. An SNC
that is restored in this manner may be in a temporary state and
may be removed from the link when another path becomes
available, thus restoring the home path(s) of the other SNC(s)

To find a restoration path, an SNC may increase the setup
priority of a setup request. As a result of increasing the setup
priority, a holding priority designated in the setup request
may also be increased. The SNC may have a maximum res-
toration priority that may be assigned by a user. A notification
oralarm may be activated when an SNC is at a higher priority,
i.e., when preemption occurs. A user may have to take action
to move the SNC off the protected path to free bandwidth for
other SNCs to revert to their home path.

FIG. 7 is a block diagram of an exemplary network with
multiple paths, constructed in accordance with principles of
the present invention and generally designated as “27. Net-
work 27 may be an optical transport network (“OTN”) that
includes multiple paths between an originating node 28a and
a terminating node 28e. OTN 27 may be designed for high
data transmission rates such as 2.7 Gb/s for optical transport
unit (“OTU”) 1, 10.7 Gb/s for OTU2 and 43 G/s for OTU3.
The OTN 28 may have an OTU3 line (1xOTU3) which sup-
ports four ODU2 (4xODU2) from node 28a to node 284, and
two OTU2 lines (2xOTU2) from node 284 to node 28e¢. Two
optical channel data units (“ODU”) “2”” SNCs may run from
node 284 to node 28e via intermediate node 284. The OTU3
line may have two reserved priority bandwidths and two
normal priority bandwidths available, i.e. bandwidth avail-
ability 30 is [2,2], where the first number indicates reserve
priority bandwidth available and the second number indicates
normal priority available. The OTU2 lines may have no
reserved priority bandwidth or normal priority bandwidth
available, i.e. bandwidth availability 32 is [0,0], where the
first number indicates reserve priority bandwidth available
and the second number indicates normal priority available.
Although FIG. 7 shows bandwidth availability 30 and 32 in
vertical matrix form, bandwidth availability 30 and 32 is
shown horizontally herein for ease of reading.

In an exemplary embodiment, node 284 may determine
that reserved priority bandwidth and normal priority band-
width are available on a link between node 284 and 284. Node
28a may also determine unavailability of either reserved pri-
ority bandwidth or normal priority bandwidth on a link
between node 284 and 28e. Bandwidth may be advertised at
each supported priority level for each rate. A request home
path command may require two priority levels. Normal pri-
ority bandwidth may have a priority of “4.” The bandwidth
advertisement may be treated as legacy bandwidth advertise-
ment. Normal priority bandwidth may indicate bandwidth on
a link that is available for routing new SNCs on the link.
Reserved priority bandwidth may have a priority of “3” and
may indicate bandwidth on a link that is available for routing
SNCs with a home path already established on the link. A
request home path command for a new SNC may require both
normal and reserved path bandwidth. A mesh restore com-
mand that restores an SNC with a home path on a link may
require reserved path bandwidth, i.e. no normal priority band-
width may be required.

In an exemplary embodiment, bandwidth may be updated
at each supported priority level based on a type of setup or
release request. With respect to setup requests, an SNC setup
request with or without a home path request may require both
normal priority bandwidth and reserved priority bandwidth.
This operation may decrement both normal priority band-
width and reserved priority bandwidth availability. For
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example, a setup request with or without a home path request
may have a setup priority “4” and a holding priority “3.”

An SNC setup request where the SNC is reverting to a
home path may require only reserved priority bandwidth. An
SNC setup request where the SNC is reverting to a home path
may decrement reserved priority bandwidth availability, but
not normal priority bandwidth. For example, a setup request
reverting to a home path may have a setup priority “3” and a
holding priority “3.” A setup request for a home path on an
existing SNC path may not require normal priority bandwidth
or reserved priority bandwidth. The setup request for a home
path on an existing SNC path may not decrement availability
of' normal priority bandwidth or reserved priority bandwidth.

Regarding release requests, an SNC release request that
does not include a home path release request may increment
availability of a reserved priority bandwidth. For example, the
release request may have a holding priority of “4.” An SNC
release request that includes a home path release request may
increment both normal priority bandwidth and reserved pri-
ority bandwidth. For example, the release request may have a
holding priority of “3.” A home path release request where an
SNC is not on the home path may increment normal priority
bandwidth. For example, the home path release request may
have a holding priority of “4.”

FIG. 8is adiagram of the network of FIG. 7, where a failure
exists in the path between the originating node 284 and node
28d. In an exemplary embodiment, two ODU2 SNCs, SNC 34
and SNC 36, are on their home path. The home path of SNC
34 and SNC 36 may include originating node 28a, interme-
diate node 284 and terminating node 28e, i.e. two ODU2
SNCs run from node 28a to node 28e via intermediate node
28d. Node 28a may see a bandwidth availability 38 of [2,2],
where the first number indicates reserve priority bandwidth
available and the second number indicates normal priority
available. Bandwidth availability 38 may indicate that
between node 28a and node 284, two reserved priority band-
widths may be available and two normal priority bandwidths
may be available. Node 28a may also see bandwidth avail-
ability 40 of [0,0], where the first number indicates reserve
priority bandwidth available and the second number indicates
normal priority available. Bandwidth availability 40 may
indicate that there is no reserved priority bandwidth or normal
priority bandwidth availability in the OTU2 line between
node 284 and 28e. Although FIG. 8 shows bandwidth avail-
ability 30-50 in vertical matrix form, bandwidth availability
38-50 is shown horizontally herein for ease of reading.

The OTU3 line may experience a failure between node 28a
and node 284. Since bandwidth on OTU3 may be unavailable,
node 28a may now see a bandwidth availability 42 of [0,0]
(where the first number indicates reserve priority bandwidth
available and the second number indicates normal priority
available) in the OTU3 line between node 28a and node 284d.
Node 284 may also see a bandwidth availability 44 of [2,0]
(where the first number indicates reserve priority bandwidth
available and the second number indicates normal priority
available) in the OTU2 line between node 284 and node 28e.
Both ODU2 SNCs may mesh restore in response to the failure
between node 28a and node 284. SNCs 34 and 36 may mesh
restore to a path originating at node 284 and ending at node
28e via intermediate nodes 285 and 28¢. Once the OTU3 line
between node 28a and node 284 is repaired, an appropriate
bandwidth update may be sent. As OTU3 is repaired, node
28a may see a bandwidth availability 46 of [4,2] indicating
that four reserved priority bandwidths and two normal prior-
ity bandwidths are available, as OTU3 supports 4xODU2.

SNC 34 may auto revert or may be reverted manually to its
home path, which includes nodes 284, 284 and 28¢. Node 284
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may now see a bandwidth availability 48 of[3,2] in the OTU3
line between node 284 and node 284 indicating that three
reserved priority bandwidths and two normal priority band-
widths are available. Node 284 may also see a bandwidth
availability 50 of [1,0] in the OTU2 line between node 284
and node 28e, indicating that one reserved priority bandwidth
is available and no normal priority bandwidth is available.
Bandwidth updates may be sent. SNC 36 may also auto revert
or may be reverted manually to its home path, which includes
nodes 28a, 284 and 28¢. Node 28a may see a bandwidth
availability 38 of [2,2] (where the first number indicates
reserve priority bandwidth available, and the second number
indicates normal priority available) in the OTU3 line between
node 28a and node 28d, indicating that two reserved priority
bandwidths and two normal priority bandwidths are avail-
able. Node 284 may also see a bandwidth availability 40 of
[0,0] in the OTU2 line between node 284 and node 28e,
indicating that neither reserved priority bandwidth, nor nor-
mal priority bandwidth is available. Bandwidth updates may
be sent.

In another exemplary embodiment, preemption routing
rules may be implemented. Node 284 may determine whether
a SNC has been restored on a link with a reserved priority
level by sending an SNC setup request with a higher than
normal setup priority level and holding priority level, such as
setup priority level “3” and holding priority level “3 A
restoration action for an SNC to be restored on a link with a
reserve priority level, but without a home path on the link,
may be treated by the adjacent nodes as a preemption action.
A preemption action may be performed by adjacent nodes to
the link, e.g., nodes 285 and 28c. For the preemption case,
where a SNC is restored on a reserved home path, adjacent
nodes may not release home paths. An available reserved path
bandwidth on the link may be decreased.

FIG. 9 is a diagram of the network of FIG. 7, where two
ODU2 SNCs have home paths including originating node
28a, intermediate node 284 and terminating node 28e. Both
SNCs may not be on their home paths. Node 28a may see a
bandwidth availability 52 of [4,2], indicating that between
node 28a and node 28d, four reserved priority bandwidths
may be available and two normal priority bandwidths may be
available. Although FIG. 9 shows bandwidth availability
52-56 in vertical matrix form, bandwidth availability 52-56 is
shown horizontally herein for ease of reading.

Node 284 may send an ODU3 SNC setup request with
reserve priority setup (P3, H3), i.e. with setup priority “3” and
holding priority “3” along the path from node 284 to node 28e
including node 284. The ODU3 SNC may be established
from node 284 to node 28¢ and the available reserved band-
width on the link may be decreased. The ODU3 SNC may not
be able to be restored anywhere else. Node 284 may see a
bandwidth availability 54 of [0, -2] indicating that no
reserved bandwidth is available, and that the normal priority
bandwidth is in an oversubscribed state with an excess of two
SNCs, i.e. the normal priority bandwidth availability is -2.
Zero bandwidth availability may be advertised, but not the -2
bandwidth availability. Alarms may be raised against the
ODU3 SNC for preemption of reserved bandwidth, i.e. home
path bandwidth on the link. Alarms may also be generated for
a link being in an oversubscribed state. Once the ODU3 SNC
is removed from the links, the two ODU2 SNC home paths
may become available for reversion. Node 284 may sce a
bandwidth availability 56 of [4,2], indicating that four
reserved priority bandwidths are available and two normal
priority bandwidths are available.

FIG. 10 is a flow chart of an exemplary process for restor-
ing a connection on a link in accordance with principles of the
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present invention. The link may include a reserved priority
bandwidth. A bandwidth advertisement indicating available
reserved bandwidth is analyzed (Step S100). A restoration
request is sent (Step S102). A determination is made as to
whether the connection has a home path on the link (Step
S104). If so, the connection is routed on the reserved band-
width (Step S114). If the connection does not have a home
path on the link, it is determined whether a normal priority
bandwidth is available to route the connection (Step S106). If
so, the connection is routed on the available normal band-
width (Step S108). If there is no available normal priority
bandwidth, a determination is made as to whether the con-
nection is restorable on another link (Step S110). If so, the
connection is routed on another link (Step S112). If the con-
nection is unrestorable on another link, the connection is
temporarily routed on the reserved bandwidth (Step S114).

The present invention can be realized in hardware, or a
combination of hardware and software. Any kind of comput-
ing system, or other apparatus adapted for carrying out the
methods described herein, is suited to perform the functions
described herein. A typical combination of hardware and
software could be a specialized computer system, having one
or more processing elements and a computer program stored
on a storage medium that, when loaded and executed, controls
the computer system such that it carries out the methods
described herein. The present invention can also be embedded
in a computer program product, which comprises all the
features enabling the implementation of the methods
described herein, and which, when loaded in a computing
system is able to carry out these methods. Storage medium
refers to any volatile or non-volatile storage device.

Computer program or application in the present context
means any expression, in any language, code or notation, of a
set of instructions intended to cause a system having an infor-
mation processing capability to perform a particular function
either directly or after either or both of the following a)
conversion to another language, code or notation; b) repro-
duction in a different material form.

It will be appreciated by persons skilled in the art that the
present invention is not limited to what has been particularly
shown and described herein above. In addition, unless men-
tion was made above to the contrary, it should be noted that all
of the accompanying drawings are not to scale. A variety of
modifications and variations are possible in light of the above
teachings without departing from the scope and spirit of the
invention, which is limited only by the following claims.

What is claimed is:
1. A method for restoring a connection from a protection
path after a path failure, the method comprising:

establishing a home path for a connection, the home path
having a first normal priority bandwidth assigned to the
connection and a first reserved priority bandwidth
assigned to the connection;

routing the connection to a protection path in response to a
failure of the home path, the protection path being dif-
ferent than the home path;

detecting correction of the failure of the home path;

sending a restoration request requesting to route the con-
nection on the home path in response to the detected
correction of the failure of the home path; and

when the home path has a second connection using the first
normal priority bandwidth after the restoration request is
sent:
using the first reserved priority bandwidth to route the

connection; and
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when the home path has the second connection using the

first normal priority bandwidth and a third connection

using the first reserved priority bandwidth after the res-

toration request is sent:

determining whether the connection is unrestorable on
an alternative normal priority bandwidth of a plurality
of alternative home paths; and

using an alternative reserved priority bandwidth of one
of the plurality of alternative home paths to tempo-
rarily route the connection.

2. The method of claim 1, further comprising:

determining whether the connection is on the protection

path; and

reserving the first reserved priority bandwidth for the con-

nection when the connection is on the protection path.

3. The method of claim 1, further comprising:

analyzing a bandwidth advertisement, the bandwidth

advertisement indicating that a reserved bandwidth is
available on a link.

4. The method of claim 1, wherein the connection is asso-
ciated with a connection type and a holding priority, the
holding priority being a priority at which resources assigned
to the connection are reserved.

5. The method of claim 1, wherein a bandwidth advertise-
ment indicates that a reserved bandwidth is available for at
least one home path to be set up on a link.

6. The method of claim 1, further comprising:

when the connection with the home path is being tempo-

rarily routed on the alternative reserved priority band-

width:

determining whether another link is available to route
the connection with the home path; and

removing the connection from the the alternative
reserved bandwidth when another link is available.

7. The method of claim 1, wherein the restoration request
further includes a request to set up a home path on a link.

8. The method of claim 1, further comprising:

when the connection is being temporarily routed on the

second alternative reserved priority bandwidth:

determining whether a third normal priority bandwidth
and a third reserved priority bandwidth are available
on a new home path; and

using the third normal priority bandwidth and the third
reserved priority bandwidth to route the connection
when the third normal priority bandwidth and the
third reserved priority bandwidth are available.

9. Anapparatus for restoring a connection on a link, the link
including a reserved priority bandwidth, the apparatus com-
prising:

a control circuit wherein the control circuit is implemented

on a processor, and wherein the processor is coupled to
a memory, the control circuit configured to:
assign a reserved priority bandwidth on a link to a con-
nection;
analyze a bandwidth advertisement, the bandwidth
advertisement indicating that the reserved priority
bandwidth is available;
send a restoration request requesting to route the con-
nection on the link;
when the link has a second connection on the link:
use the reserved priority bandwidth to route the con-
nection; and
when the link has the second connection on the link
including the reserved priority bandwidth:
determine whether a normal priority bandwidth on a
second link is available;
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determine whether the connection is unrestorable on
another link; and

use a second reserved priority bandwidth on the sec-
ond link to temporarily route the connection when
the normal priority bandwidth is unavailable and
the connection is unrestorable on another link.

10. The apparatus of claim 9, the control circuit further
configured to:

determine whether the connection is on a restoration path,

the restoration path excluding the link; and

reserve the reserved priority bandwidth for the connection

when the connection is on the restoration path.

11. The apparatus of claim 9, wherein when the connection
has a reserved home path not on the link, the control circuit
further configured to:

use a normal priority bandwidth to route the connection

when the normal priority bandwidth is available, the
normal priority bandwidth having a normal priority
bandwidth level that is a same priority level as a connec-
tion level associated with the connection.

12. The apparatus of claim 9, wherein the connection is
associated with a connection type and a holding priority, the
holding priority being a priority at which resources assigned
to the connection are reserved.

13. The apparatus of claim 9, wherein the bandwidth adver-
tisement indicates that the reserved bandwidth is available for
at least one home path to be set up on the link.

14. The apparatus of claim 9, wherein the restoration
request further includes a request to set up a home path on the
link, the control circuit further configured to:

determine whether a home path normal priority bandwidth

and a home path reserved priority bandwidth are avail-
able on the link; and

use the home path normal priority bandwidth and the home

path reserved priority bandwidth to route the connection
when the home path normal priority bandwidth and the
home path reserved priority bandwidth are available.

15. The apparatus of claim 9, wherein when the connection
has a reserved home path with the reserved home path not on
the link and the connection is being temporarily routed on the
reserved priority bandwidth, the control circuit further con-
figured to:

determine whether another link is available to route the

connection; and

remove the connection from the link when another link is

available to route the connection.

16. A system, comprising:

an originating network element, the originating network

element configured to:
assign a a reserved priority bandwidth on a link to a
connection;
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analyze a bandwidth advertisement, the bandwidth
advertisement indicating that the reserved priority
bandwidth on the link is available;

send a restoration request requesting to route the con-
nection on the link;

aterminating network element connected to the originating
network element via the link, the terminating network
element configured to:
recieve the restoration request;
when the connection has a reserved home path on the

link:

use the reserved priority bandwidth to route the con-
nection; and

when the connection has a reserved home path not on the

link:

determine whether a normal priority bandwidth on the
link is available;

determine whether the connection is unrestorable on
another link; and

use the reserved priority bandwidth to temporarily
route the connection when the normal priority
bandwidth is unavailable and the connection is
unrestorable on another link.

17. The system of claim 16, further comprising:

a plurality of network elements along a connection path
between the originating network element and the termi-
nating network element, the connection path including
the link; and

the terminating network element further configured to send
a connect message to the originating network element,
the connect message setting up a home path at the plu-
rality of network elements along the connection path.

18. The system of claim 16, wherein the restoration request
includes a reserved priority setup.

19. The system of claim 16, the originating network ele-
ment further configured to:

determine whether the connection with the home path on
the link is on a restoration path, the restoration path
excluding the link; and

reserve the reserved priority bandwidth for the connection
with the home path on the link when the connection is on
the restoration path.

20. The system of claim 16, wherein when the connection
with the reserved home path not on the link is being tempo-
rarily routed on the reserved priority bandwidth, the originat-
ing network element further configured to:

determine whether another link is available to route the
connection with the home path not on the link; and

send a release message to release the connection from the
link when another link is available to route the connec-
tion.



